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Abstract

Using a fixed-grid source-based method, a three-dimensional numerical model for a convection–diffusion phase

change process during laser melting of ceramic materials has been studied. The model was applied to a realistic binary

phase diagram containing a eutectic composition, including both an isothermal phase change occurring at a distinct

temperature and a phase change taking place over a temperature range (the ‘‘mushy’’ region phase change). The effects

of latent heat of fusion and fluid flow in the melt pool on the temperature, velocity fields and shape of the melt pool

were analysed and compared. Results indicated that the effects of latent heat of fusion were more significant than those

of fluid flow for two simulation cases, considered in the model. The best prediction accuracy for the profiles of the melt/

solid interfaces was achieved from the developed model by considering both the latent heat of fusion and fluid flow in

the melt pool.

� 2004 Elsevier Ltd. All rights reserved.
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1. Introduction

Laser surface melting of ceramic materials, such as

architecture and refractory materials, for sealing rela-

tively porous surfaces and/or achieving dense, homoge-

neous and corrosion-resistant surface layers, has drawn
0017-9310/$ - see front matter � 2004 Elsevier Ltd. All rights reserv

doi:10.1016/j.ijheatmasstransfer.2004.07.024

* Corresponding author. Address: Department of Mechan-

ical, Aerospace and Manufacturing Engineering, Laser Process-

ing Research Centre, Institute of Science and Technology

(UMIST), University of Manchester, P.O. Box 88, Manchester

M60 1QD, UK. Tel.: +44 161 200 3827; fax: +44 161 200 3803.

E-mail address: ljfwxy@yahoo.com (J.F. Li).
increased interest over recent years [1–5]. A key aspect

during such surface processing is to minimize the occur-

rence of cracks due to thermally-induced and/or residual

stresses. These stresses are closely associated with ther-

mal distribution, melting and solidification of the treated

materials during processing, as well as the resulting

microstructural features of the obtained surface layers.

Relative to laser surface melting of metallic materials,

much less fundamental understanding for laser melting

of ceramic materials is apparent from the literature.

Empirically, it was found that the extent of occurrence

of cracks during laser surface treatment of ceramic

materials was sensitive to the processing parameters
ed.
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Nomenclature

a characteristic laser beam radius [m]

a 0s coefficients in the numerical scheme

b parameter related to the source terms in

numerical scheme

c specific heat [Jkg�1K�1]

CH temperature coefficient of the latent heat of

fusion [Jkg�1K�1]

D ‘‘mushy’’ zone constant [m�2]

f fraction of laser mode structure that con-

tains the Gaussian mode

fL liquid volume fraction

g acceleration due to gravity [ms�2]

DH latent heat of fusion [Jkg�1]

hC combined heat transfer coefficient

[Wm�2K�1]

I laser intensity as surface heating source

[Wm�2]

k thermal conductivity [Wm�1K�1]

K permeability term related to liquid volume

fraction [m2]

Lv latent heat of vaporization [Jkg�1]

n coordinate along normal direction of the

interface [m]

p pressure [Pa]

pvap,0 vapour pressure at standard state [Pa]

P total power of the laser beam [W]

q laser intensity as volumetric heating source

[Wm�3]

r reflectivity of the workpiece material

R gas constant [JK�1]

t time [s]

T absolute temperature [K]

T0 initial temperature [K]

Tliq liquidus temperature [K]

Tref reference temperature for calculation of

buoyant force [K]

Tsol solidus temperature [K]

Tvap,0 vaporization temperature at standard state

[K]

T1 environmental temperature [K]

U workpiece moving velocity [ms�1]

u, v, w x, y and z components of velocity [ms�1]

x, y, z Cartesian coordinates [m]

Greek symbols

b coefficient of volumetric expansion of the

workpiece material [K�1]

d small constant to avoid division by zero

e surface emissivity

c laser absorption length of the workpiece

material [m]

j ratio of heat capacity at constant pressure to

that at constant volume

l dynamic viscosity [Pas]

q density of the workpiece material [kgm�3]

rT temperature coefficient of surface tension

[Nm�1K�1]

sxz moment flux along z direction due to x com-

ponent of velocity [Nm�2]

syz moment flux along z direction due to y com-

ponent of velocity [Nm�2]

Superscript

0 old value at previous time step

Subscripts

B, b bottom neighbouring node

E, e east neighbouring node

exp experimental value

H value predicted from the model of pure heat

conduction

HL value predicted from the model of heat con-

duction incorporating the latent heat of

fusion

LF value predicted from the model considering

both the latent heat of fusion and fluid flow

N, n north neighbouring node

P, p node point

S, s south neighbouring node

T, t top neighbouring node

W, w west neighbouring node
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[4,5]. Therefore, research into the physical processes that

take place during processing and materials characteriza-

tion of the obtained surface layers is necessary for devel-

opment of a reliable process for laser surface melting of

ceramic materials.

Theoretically, laser surface melting of a material is a

type of convection–diffusion phase change process. The

physical effects during laser surface melting include heat

transfer into the material, radiative and convective
boundary conditions, thermo-dynamics of phase-

changes, a moving boundary at the melt/solid interface,

fluid flow caused by surface tension and buoyancy and

mass transportation within the molten body [6,7]. Previ-

ously, a semi-analytical heat conduction model has been

developed for predicting the temperature distribution

and melt-pool geometry during laser melting of a high

alumina-based refractory [8]. Certain discrepancies ob-

served between the predicted and experimental profiles



Fig. 1. Schematic diagram of the ceramic workpiece during

laser surface melting.
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for the melt cross-sections, formed under normal laser

processing conditions, could be reasonably attributed

to neglecting fluid flow caused by surface tension and

buoyancy in the model. Therefore, more complicated

computational models, using numerical approaches,

e.g., the finite difference method or the finite element

method, and taking into account of fluid flow are neces-

sary for more accurate prediction of the thermal field.

Numerical models for investigation of thermal

behaviour and fluid flow in the melt pool formed during

laser processing of metallic materials have been well

developed in the literature [6,9]. These models are

mainly based on the ‘‘fixed-grid enthalpy-based’’ meth-

od [10]. By introducing scalar of liquid fraction and

applying a source-based method, the unique continuity,

momentum and energy equations can be solved for both

liquid and solid phases; thereby, the major difficulty

associated with a moving phase-change interface, across

which certain jump conditions must be satisfied and

whose location is an unknown priori, is overcome. In

this method, the energy equation is generally written in

terms of the sensible enthalpy, and an appropriate for-

mulation of the latent heat function plays a pivotal role

in assuring that the results from the energy equation are

consistent with phase-change considerations. The most

recent effort to solve this problem was by Chakraborty

and Dutta [11], who outlined a generalized formulation

for evaluation of latent heat functions that addressed a

wide variety of phase-change situations. However, all

the developed numerical methodologies have been ap-

plied to either isothermal phase changes occurring at a

distinct temperature [12–14] or phase changes that take

place over a temperature range (termed the ‘‘mushy’’

zone phase change) [10]. Under the situations where

poor convergence occurs, various methods have been

used to prevent numerical oscillations for the two types

of phase change.

To date, to the authors� knowledge, theoretical mod-
els for laser melting of ceramic materials have neglected

fluid flow of the molten body [15,16]. The latent heats of

fusion of ceramic materials are somewhat higher, and

their thermal diffusivities and conductivities are gener-

ally one order of magnitude lower, than those of metallic

materials. It can, hence, be predicted that the interlink-

age between the coupled energy and momentum equa-

tions would lead to more significant numerical

oscillations for the nodes around the phase-change inter-

faces, resulting in difficulty in convergence of calcula-

tion. In the present paper, a three-dimensional

numerical model for the convection–diffusion phase

change process during laser melting of ceramic materials

has been studied. Compared with the models developed

for laser melting of metallic materials [6,9], the present

model has treated phase changes during melting of

ceramics that include a eutectic composition, including

the processes of both an isothermal phase change and
a phase change over a range of temperatures, respec-

tively, and a moving volumetric heating source rather

than a surface heating source. The computations of

the flow and temperature were carried out using a

fixed-grid, primitive-variable and control-volume based

finite difference method, with a direct temperature-

porosity formulation to treat melting and solidification.

The permeability term [6], relating to the liquid volume

fraction of every control volume, in the momentum

equations, has been under-relaxed, with a relatively large

relaxation factor of 0.9, to restrain the numerical oscilla-

tions during iteration. In addition, the resulting temper-

atures, velocity fields and shapes of the melt pool were

compared with those obtained from corresponding

numerical models of pure heat conduction and of heat

conduction incorporating latent heat of fusion. The melt

cross-section parameters, including melt depths, widths,

areas and cross-sectional profiles predicted from these

models, were also compared with experimental results.
2. Modelling of laser surface melting

2.1. Thermal model description

The laser surface melting of ceramic materials is

briefly illustrated in Fig. 1. A continuous laser beam,

of sufficient intensity, is incident upon a workpiece of

the treated ceramic material, moving at a constant veloc-

ity. A significant fraction of the incident light energy is

absorbed by the workpiece, and the very intensive heat

flux under the laser beam leads to formation of a melt

pool. This solidifies to produce a dense track. Treated

surface layers having a large area can be accomplished

by successive treatment passes with a certain overlap-

ping ratio, for example, 50%, in the direction vertical

to the direction of the moving workpiece. Previous

experimental investigation [17] showed that the trends

in terms of the effects of the process parameters: laser

power and moving velocity of the workpiece, on the

occurrence of cracks in the laser treated large-area
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surface layers were the same as those in the correspond-

ing single treated tracks. Thus, in the present modelling

procedure, a single laser treated track has been selected,

for simplification. This is a typical problem of a convec-

tion–diffusion phase change process incorporating a

moving heating source. The physical assumptions for

the model are listed as follows:

(i) The model mainly considers the momentum and

heat transport for the fully developed melt pool; thus,

the field variables, including temperature and flow veloc-

ity, are considered to be quasi-steady. However, the final

shape and size of the melt pool are closely dependent on

their transient evolution [14]. Thus, the quasi-steady

temperature and fluid fields for the fully developed melt

pool are solved from the corresponding transient equa-

tions until they reach the steady values [18].

(ii) The treated workpiece has dimensions of

80mm · 80mm · 15mm for the calculation. The meth-

odology, used in Ref. [19] to describe a two-dimensional

quasi-steady thermal model of laser cladding, has been

employed to describe the present three-dimensional qua-

si-steady convection–diffusion phase change. The

‘‘downwind’’ boundary on the left, where both the trea-

ted track and the substrate leave the calculation domain,

is taken as an adiabatic wall, while the boundary at

which the workpiece material enters on the right side

of the calculation domain is maintained at a constant

temperature.

(iii) The latent heat of fusion is calculated from a

non-linear temperature–composition relationship as oc-

curs in a realistic phase diagram. The workpiece material

used in the modelling procedure is a type of alumina-

based refractory ceramic. It contains approximately

75% corundum, 24% mullite and 1% cristobalite by

weight. Thus, the latent heat of fusion is calculated

according to the binary SiO2–Al2O3 phase diagram, as

shown in Fig. 2 [20]. Note that there is a mullite–

Al2O3 eutectic composition at 78% Al2O3 by weight.

The phase change at the melting and solidifying inter-
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Fig. 2. The binary SiO2–Al2O3 phase diagram used to describe

laser melting of the refractory ceramic [20].
faces must include situations where phase changes occur

both at a distinct temperature and over a temperature

range.

(iv) The top surface of the melt pool is assumed to be

flat. The flow in the melt pool is laminar and incom-

pressible. Accurately, the top surface should be mod-

elled as a free surface boundary that depends on the

surface tension, gravity and vapour pressure. This

assumption of a flat top surface of the melt pool simpli-

fies the boundary condition, as in previous numerical

models for fluid flow in melt pools of metallic materials

formed by laser and other high energy density beams

[6,9,14]. This approximation is quite reasonable because

experimental results showed that the treated tracks of

the refractory ceramic, used for the present modelling,

were quite flat at the surfaces, under the normal laser

melting parameters.

(v) Heat loss due to vaporization can be taken into

consideration if a sufficiently intensive laser power is ap-

plied. In such a case, it is assumed to be continuous in

the temperature between the vapour and the melt. The

vapour behaves as an ideal gas and follows the Clau-

sius/Clapeyron equation [21]. Vaporization is handled

by giving the temperatures at the melt/vapour interface

values equal to those determined as a function of the ab-

sorbed laser intensity [21].

(vi) The thermal properties of the refractory ceramic,

such as specific heat and thermal conductivity, are iso-

tropic, but temperature-dependent, as shown in Fig. 3

[3,22–25]. Here, the porosity of the refractory ceramic

has been assumed to contribute to decreaseing the values

of thermal conductivity and thermal diffusivity [25]. Due

to the lack of high-temperature data for the refractory

ceramic chosen for this work, the dynamic viscosity

and temperature coefficient of surface tension of the

molten body are both taken as the values for liquid alu-

mina [26,27]. Fig. 4 shows the dynamic viscosity, as a

function of temperature. Except for those shown in Figs.
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Fig. 3. Temperature-dependent specific heat and thermal con-

ductivity for the workpiece ceramic used in the simulation [22–

25].



Table 1

Temperature-independent physical properties of the refractory

ceramic used for the simulation

Property Value Reference

r 0.15 [4,8]

Tsol (K) 2185 [3,20]

Tliq (K) 2243 [3,20]

Tvap,0 (K) 3253 [3,23,24]

LV (kJkg
�1) 4102 [3,23,24]

b (K�1) 4 · 10�5 [26,27]

e 0.9 [23]

c (lm) 345 [29]

q (kgm�3) 3180 [4]

rT (Nm
�1K�1) 6 · 10�5 [26,27]
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Fig. 4. Temperature-dependent dynamic viscosity for the

workpiece ceramic used in the simulation [27].
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3 and 4, the other physical properties of the refractory

ceramic are independent of temperature and are listed

in Table 1.

(vii) The heating source is a mixture of the Gaussian

and Doughnut modes, containing 35% of the former.

There is no plasma formation. The vapour is transparent

to the incident laser irradiation, and the reflectivity of

the workpiece material is independent of temperature.

The laser energy penetrating into the workpiece is ex-

pressed, as a volumetric heating source, by means of

the Beer Lambert�s law [28,29].

2.2. Mathematical formulation

For the mathematical formulation, a Cartesian

geometry is employed: the x–y plane of the coordinate

system lies on the surface of the workpiece and the ori-

gin coincides with the centre of the laser beam. The

workpiece moves in the negative x direction at a con-

stant velocity U, and its right side of the calculation do-

main is 30mm from the origin. The laser beam

modelling as a volumetric heating source can be ex-

pressed as [28,29]
qðx; y; zÞ ¼ ð1� rÞIðx; yÞ
c

exp � j z j
c

� �
ð1Þ

where I(x,y) is the laser intensity at the top surface, if a

mixture of the Gaussian and Doughnut modes is em-

ployed [28],

Iðx; yÞ ¼ P
pa2

f þ ð1� f Þ x
2 þ y2

a2

� �
	 exp � x2 þ y2

a2

� �

ð2Þ
2.2.1. Governing equations

Based on a fixed-grid numerical method [6,10,18], the

governing equations for continuity, momentum and en-

ergy for such laser surface melting of ceramic materials

in the defined Cartesian coordinate system can be writ-

ten as:

continuity:
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In the momentum equations, the permeability term,

K, is related to the liquid volume fraction by the Car-

man–Koseny equation [12],

1

K
¼ Dð1� fLÞ2

f 3L þ d
ð8Þ

where fL is the liquid volume fraction, d is a small num-
ber (0.001) to prevent division by zero and D is the

‘‘mushy’’ zone constant. The liquid volume fraction,

fL, as shown in Fig. 5, is defined as:

fL ¼
0; T 6 T sol
fLðT Þ; T sol < T < T liq
1; T P T liq

8><
>: ð9Þ

where Tsol and Tliq are the solidus and liquidus temper-

atures respectively, and fL(T) is derived directly from the

temperature–composition relationship in the phase dia-

gram (Fig. 2) using a piecewise linear interpolation

method. A small temperature interval, DT = 1K, has
been employed to describe the eutectic melting process.

Smaller DT values are applicable, but the numerical

solution is not appreciably influenced and becomes more

costly. The ‘‘mushy’’ zone constant was taken as

1010m�2.

The energy equation is expressed directly in terms of

temperature, where the latent heat of fusion is calculated

from the temperature–composition relationship in the

phase diagram and accounted for as an additional heat-

ing source.

2.2.2. Boundary conditions

By introducing the permeability term and source-

based method, the above governing equations, Eqs.

(3)–(7) are unique for both liquid and solid phases;

therefore, it is not necessary to track the melt/solid inter-
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Fig. 5. The liquid volume fraction defined as a function of

temperature and derived from the temperature–composition

relationship in the used phase diagram, using a piecewise linear

interpolation method.
face and specify a boundary condition at that location.

Except for the melt/vapour interface, at the top, bottom,

front and back sides of the workpiece, the thermal

boundaries are all described by [6]

k
oT ðx; y; zÞ

on
¼ �qðx; y; zÞdnþ hCðT � T1Þ ð10Þ

where hC is a combined transfer coefficient for the radi-

ative and convective boundary conditions, and can be

calculated from the relationship given by Goldak [6]:

hC ¼ 24:1	 10�4eT 1:61 ð11Þ

The right boundary is maintained at its initial

temperature:

T ðxright; y; zÞ ¼ T 0 ð12Þ

and, at the left side, the adiabatic wall boundary condi-

tion is adopted:

k
oT
ox

� �
left

¼ 0 ð13Þ

In addition, once vaporization occurs, the tempera-

tures at the melt/vapour interface are fixed as either

the vaporization temperature at standard state, Tvap,0,

or those values are dependent on the absorbed laser

intensities, Iabs, if they are higher than Tvap,0. Here, the

equation derived by Ganesh et al. [21] from gas dynam-

ics, by assuming that the vapour behaves as an ideal gas

and follows the Clausius/Clapeyron equation, is em-

ployed to determine the temperatures higher than Tvap,0
at the melt/vapour interface:

j þ 1
Lvj

ffiffiffiffiffiffiffiffiffi
jRT

p
Iabs þ k

oT
on

� �

¼ pvap;0 exp
Lv
R

1

T vap;0
� 1
T

� �� �
ð14Þ

As the laser beam intensities used for laser surface

melting are lower than those used for laser drilling in

Ref. [21], the following approximation is applied in

Eq. (14).

oT
on

¼ Iabs
k

ð15Þ

For the fluid flow, at the assumed flat top surface of

the melt pool:

wtop ¼ 0 ð16Þ

Also, the surface tension or Marangoni-driven flow,

from the balance between shear force and surface ten-

sion, at the top surface of the melt pool, is described by

sxz ¼ �l
ou
oz

� �
top

¼ rT
oT
ox

� �
top

ð17aÞ

syz ¼ �l
ov
oz

� �
top

¼ rT
oT
oy

� �
top

ð17bÞ
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Eqs. (1) to (17) formulate the mathematical model com-

pletely for the present convection–diffusion phase-

change process during laser surface melting of ceramic

materials using a fixed-grid numerical method [6,10].
3. Numerical procedures

3.1. Grids

Making use of the symmetry to x–z plane, only half

the workpiece is considered in the calculation. In order

to improve the accuracy of the calculation, variable

spacing for the grid system has been utilized. In the ver-

tical direction, a grid size of 0.02mm was chosen close to

the top surface in order to provide sufficient resolution

to capture the flow details inside the surface tension-dri-

ven boundary layer. A boundary layer thickness of 0.1–

0.2mm was estimated for the present simulation cases,

using a scaling analysis developed in a previous paper

[30]. Below this boundary layer, at least 10 grids must

be included to the bottom of the melt pool. In the hor-

izontal planes, 40 · 15 grids were uniformly distributed
within the melt pool. The position and dimensions of

the melt pool were estimated approximately from the

semi-analytical heat conduction model developed in an-

other paper [8]. Outside the melt pool, in the solid re-

gion, coarser grids were used. Overall, a 60 · 30 · 30
rectangular grid system was used to discretize the calcu-

lated domain of 80mm · 40mm · 15mm.

3.2. Numerical scheme and solution

The governing equations and boundary conditions

formulated in Eqs. (1) to (17) were discretized and

solved using the SIMPLER algorithm outlined by

Patankar [18]. The energy equation, Eq. (7), can be dis-

cretized as

aPT P ¼ aET E þ aWTW þ aNTN þ aST S þ aTT T

þ aBT B þ b ð18Þ

where the subscripts indicate the appropriate nodal val-

ues, the �a� terms are coefficients dependent on the diffu-
sion, convective and the latent heat of fusion fluxes into

the Pth control volume, and the parameter, b, includes

the terms associated with the evaluation of temperature

at the previous time step, the volumetric laser heating

source and the latent heat of fusion. The connection

process for the convection and diffusion terms in the

coefficients was handled using the power-law scheme

[18]. Compared with the discretization equation given

in Ref. [18], a major modification in the present Eq.

(18) was the incorporation of terms related to the latent

heat of fusion, which are fully described in the Appendix

A.
The momentum equations Eqs. (4)–(6) can be discre-

tized into equations similar to Eq. (18). An important

difference is that the grids used are ‘‘staggered’’ over

the temperature grids, where the latter grid points are lo-

cated midway between the former grid points. The �a�
coefficients depend on the viscous diffusion and convec-

tive fluxes into the pth control volume, and the parame-

ter b includes the terms associated with evaluation of the

velocities at the previous time step and the permeability

term. In addition, the momentum source due to surface

tension in the x direction and the moving workpiece are

added to parameter b in the x-momentum equation. The

momentum source due to surface tension in the y direc-

tion is added to parameter b in the y-momentum equa-

tion, and the momentum source due to buoyancy force

is added to parameter b in the z-momentum equation.

More details of the staggered grids and the discretization

momentum equations are given in Refs. [10,18].

The governing nonstationary equations were used as

a means to reach steady state. The simulation was car-

ried out from an initial temperature of 293K. The time

steps were adjusted during the various stages in the melt-

ing process. During the solid conduction stage, a large

time step, 0.1s, was used until melting began. Then a

small time step, 0.0005s, was chosen for the initial stage

in melt pool development. As expected, significant

numerical oscillations in the solved variables for the

nodes around the solid/melt interfaces were still ob-

served. In the previous numerical methodologies applied

to ‘‘mushy’’ region phase-change processes, the energy

equation was expressed in terms of the sensible enthalpy

and the poor convergence of the energy equation was

avoided by updating the sensible enthalpy with under-

relaxed liquid fractions [10]. In the present investigation,

the energy equation was directly written in terms of tem-

perature. The permeability term in the momentum equa-

tions, K, dependent on temperature, was under-relaxed.

For the following two simulation cases, a relaxation fac-

tor of 0.9 for updating the permeability term, in con-

junction with a relaxation factor of 0.5 for updating

the velocities, has been found to be successful in achiev-

ing calculation convergence. After the melt pool was suf-

ficiently developed, time steps could be increased

properly, up to a maximum of 0.05s. Within each time

step, calculation convergence was verified after the rela-

tive residues of all the temperature and velocity values

were less than 10�4. The calculation was terminated at

a total time of 10s that was sufficient to reach steady

state.

3.3. Simulation cases

As the numerical procedure for the convection–diffu-

sion phase change process, involving both the latent heat

of fusion and fluid flow, still needs considerable compu-

ter power and long computing time, only two cases, i.e.



Table 2

Laser processing parameters and corresponding codes for the

two simulation cases

Case code P (W) d (mm) U (mm/s)

C1 1000 10 10

C2 1000 10 5
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two sets of laser process parameters used to treat the

refractory ceramic, have been simulated. These sets

and the corresponding codes are listed in Table 2. For

purposes of comparison, the two cases have also been

simulated using the corresponding numerical models

for pure heat conduction and heat conduction that

incorporates latent heat of fusion, by deleting the related

terms in the energy equation and omitting the momen-

tum equations.

All calculations were executed using self-written

codes of the MATLAB R12 (The Mathworks, Inc.) on

a PC computer with Intel[R] Pentium[R]4 CPU

2.40GHz processor and 512.0MB RAM. The run time

depended on the laser process parameters and the corre-

sponding model. For the two models that did not con-

sider fluid flow, the running times were less than 50h.

For the model that consider both latent heat of fusion

and fluid flow, case C1 required the order of one week,

while case C2 required the order of one month.
4. Results

4.1. Temperature field

All data presented here are for a time of 10s. Figs. 6

and 7 present the temperature contours on the z = 0 and

y = 0 planes of the workpiece for the two cases simulated

using the three models. These contours are similar to

those obtained from a previous analytical heat conduc-

tion model [8]. It has been demonstrated that, due to

motion of the workpiece relative to the laser beam, caus-

ing advection heat flow to occur in the moving direction,

the peak temperatures at the workpiece surface were

near the trailing edge of the laser beam rather than at

the beam centre [8,31]. The present models were mainly

concerned with the effects of latent heat of fusion and

fluid flow on the temperature distribution. It is observed

that, the effect of the latent heat of fusion is more signif-

icant than the effect of fluid flow, especially on the tem-

perature distribution within the melt pool. Owing to the

convective terms in the latent heat of fusion, a consider-

able amount of heat flows from the molten centre to-

wards the trailing domain of the laser beam, leading to

a decreased peak temperature and a relatively more uni-

formly distributed temperature on the workpiece sur-

face. The weaker effect of fluid flow arises from the

following two opposing trends. On the one hand, fluid
flow causes the fluid at higher temperature to flow from

the molten centre outwards towards the solid–liquid

interface, tending to increase the size of the melt pool;

on the other hand, fluid flow consumes a certain amount

of laser energy, resulting in a smaller melt pool. Away

from the surface, the temperature fields calculated using

the three models are almost identical.

From the results of the two simulation cases, the

three models all predict that a slower moving velocity

of the workpiece would lead to larger temperature gradi-

ents in the direction of movement of the workpiece, but

lower temperature gradients in the directions vertical to

the movement of the workpiece within the solid domain

where the temperature is lower than the melting point, in

addition to a high peak temperature on the molten sur-

face. This is consistent with a previous analytical heat

conduction model [8]. However, the present comparison

further indicates that, for a slower moving velocity of

the workpiece, the effect of latent heat of fusion on the

temperature distribution is relatively less significant,

and the effect of fluid flow on the temperature distribu-

tion becomes relatively more significant.

4.2. Velocity field

Figs. 8 and 9 depict the velocity vectors on the three

planes, through the hottest centre and vertical to one an-

other, for the two cases, that were simulated using the

model for the convection–diffusion phase change process

involving both latent heat of fusion and fluid flow. It

should be noted that the x components of the velocity

vectors have been subtracted from the moving velocity

of the workpiece. Despite the fact that a volumetric

heating source has been used to model the incidental

laser energy, the present flow patterns are similar to

those observed during laser melting of metallic materi-

als, modelled using a surface heating source, for negative

temperature coefficients of surface tension [6,32]. This is

not surprising because the present fluid flow is still dri-

ven by surface tension or the Marangoni force and the

thermal buoyancy force. The flow is directed radially

outwards from the hottest centre to the external field

of the melt pool. At the edge of the pool, the direction

of flow is downwards, along the melt/solid interface to

the bottom of the melt pool, and, from there, upwards,

thereby closing the circle while preserving the mass.

However, more asymmetry flow patterns have been ob-

served for the present results. This can be readily attrib-

uted to the fact that the latent heat of fusion for the

present refractory ceramic is obviously larger than those

for the metallic materials, where heat is absorbed at the

front of the melting interface, but liberated at the trail-

ing solidifying interface, due to motion of the workpiece

relative to the laser beam; thus results in more asymmet-

rical temperature gradients and surface tension forces

between the front and trailing sides of the melt pool.
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Fig. 6. The temperature contours for the planes of z = 0 and y = 0 for case C1 simulated using the three models: (a), (b) the model

involving both latent heat of fusion and fluid flow; (c), (d) the model for heat conduction incorporating latent of fusion and (e), (f) the

model for pure heat conduction.
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Based on Figs. 8 and 9, it is easy to understand why,

for a smaller moving velocity of the workpiece, and pro-

vided that the other laser process parameters are identi-

cal, the effect of fluid flow on the temperature

distribution becomes relatively more significant. This is

due to the larger flow velocities, associated with a higher

peak temperature within the melt pool; these cause a

greater amount of heat to flow from the hotter region

to the colder region, resulting in the shape of the melt

pool and temperature distribution being modified more

significantly.
4.3. Shape of the melt pool

Figs. 10 and 11 illustrate the contours of depth of the

melt pool projected onto the workpiece surface for the

two cases simulated using the three models. Note that

the x–y scales of Figs. 10 and 11 are much smaller than

those of Figs. 6 and 7. Consistent with the correspond-

ing temperature distribution, the effect of latent heat of

fusion on the shape of the melt pool is much more signif-

icant than the effect of fluid flow. As a result of the

absorption and liberation of latent heat of fusion at
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Fig. 7. The temperature contours for the planes of z = 0 and y = 0 for case C2 simulated using the three models: (a), (b) the model

involving both latent heat of fusion and fluid flow; (c), (d) the model for heat conduction incorporating latent of fusion and (e), (f) the

model for pure heat conduction.
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the melting and solidifying interfaces, the simulated melt

pool is obviously longer in the direction of movement of

the workpiece, shallower in the direction of laser inci-

dence, but slightly narrower in the direction vertical to

both the direction of movement of the workpiece and

the direction of laser incidence.

Fig. 12 compares further the predicted cross-sectional

profiles for the melt/solid interfaces with the experimen-

tal results measured using an image analysis method for

the two cases. The related experimental procedure and

image analysis method have been described in detail in

a previous publication by the authors [8], and, thus,
are not repeated here. The experimental and predicted

melt depths, half-widths and cross-sectional areas deter-

mined from this figure are listed in Table 3. In addition,

the melt volumes predicted from the three models are

also listed in Table 3 although they cannot be experi-

mentally measured. From Fig. 12 and Table 3, it can

be seen that the profiles predicted from the model

involving pure heat conduction are apparently larger

than the experimentally measured profiles for both

cases. The profiles predicted from the model for heat

conduction that involves latent heat of fusion are in

good agreement with the measured profiles. The profiles
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Fig. 10. The contours for depth of the melt pool projected on the workpiece surface for case C1, simulated using the three models: (a)

the model involving both latent heat of fusion and fluid flow; (b) the model for heat conduction incorporating latent of fusion and (c)

the model for pure heat conduction.

5534 J.F. Li et al. / International Journal of Heat and Mass Transfer 47 (2004) 5523–5539
predicted from the model that involves both latent heat

of fusion and fluid flow of the melt pool are in closer

agreement with the measured profiles. Compared with

the previous analytical model of heat conduction [8],

the present numerical model for pure heat conduction

has somewhat less precisely predicted the cross-sectional

profiles. This may be related to the different thermo-

physical properties of the workpiece material, used in

the two models. In the previous analytical model, con-

stant thermophysical properties were used. In the

present numerical model, both constant and tempera-

ture-dependent properties, as shown in Table 1 and

Fig. 3, have been used. However, once the present

numerical model for heat conduction incorporates the

latent heat of fusion, the prediction accuracy for the

cross-sectional profiles was much improved, and good

agreement between the predicted and experimental pro-

files was observed. Theoretically, the model that involves

both latent heat of fusion and fluid flow of the melt pool

is more reasonable for describing the physical process

that occurs during laser melting of the treated material.

Since high prediction accuracy for the cross-sectional

profiles of the melt/solid interfaces has been observed

for the model for heat conduction that incorporates la-

tent heat of fusion, and only slightly further improved

prediction accuracy has been achieved for the model
that involves both latent heat of fusion and fluid flow,

it is justified to conclude that the absorption and libera-

tion of the latent heat of fusion at the melting and solid-

ifying interfaces are more significant than fluid flow in

influencing the final shape and size of the melt pool,

for the present two simulation cases.
5. Discussion

The present modelling procedure has dealt with a

combined situation, where a phase change involving

melting/solidifying at a eutectic composition takes place

at both a distinct temperature and over a temperature

range. During the numerical procedure, both the latent

heat of fusion and liquid volume fraction were updated

according to a realistic binary phase diagram containing

a eutectic composition, using a piecewise linear interpo-

lation method. Compared with previous numerical mod-

els for isothermal phase-change processes that occur at a

distinct temperature [13,14], the present model has re-

tained the last three terms in the energy equation during

numerical simulation. Compared with previous numeri-

cal models for mushy region phase-change processes

that occur over a temperature range, in which the energy

equation was written in terms of the sensible enthalpy
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Fig. 11. The contours for depth of the melt pool projected on the workpiece surface for case C2, simulated using the three models: (a)

the model involving both latent heat of fusion and fluid flow; (b) the model for heat conduction incorporating latent of fusion and (c)

the model for pure heat conduction.
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[10,12], the present model has used the energy equation

expressed directly in terms of temperature. Such an en-

ergy equation is obviously more convenient for some

cases, for example, multi-layered composite workpiece

materials. This is because it is the temperature, not the
enthalpy, that should be continuous across the interfaces

between different layers.

To the authors� knowledge, no previous model has
been developed for such a convection–diffusion phase-

change process. Thus, no existing study is available in



Table 3

Comparison of the experimental and predicted melt depths,

half-widths and cross-sectional areas

Case code C1 C2

Experimental results

Wexp (mm) 2.30 (0.07) 3.09 (0.09)

Dexp (mm) 0.40 (0.05) 0.99 (0.13)

Sexp (mm
2) 1.36 (0.14) 4.38 (0.31)

Predictions from model

considering both latent

heat of fusion and fluid flow

WLF (mm) 2.34 3.43

DLF (mm) 0.38 0.96

SLF (mm
2) 1.42 4.96

VLF (mm
3) 6.76 35.69

Predictions from model of heat

conduction incorporating

latent heat of fusion

WHL (mm) 2.33 3.19

DHL (mm) 0.41 1.04

SHL (mm
2) 1.50 5.24

VHL (mm
3) 6.89 36.11

Predictions from model of

pure heat conduction

WH (mm) 2.46 3.38

DH (mm) 0.60 1.24

SH (mm
2) 2.37 6.48

VH (mm
3) 8.88 38.91

Note that the experimental data in parentheses stand for the

differences in lower or upper bounds from the average values.
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the literature to validate the present modelling. None-

theless, an analytical model of heat conduction and a

scaling analysis for momentum and heat transport in

the laser-induced melt pool of ceramic materials previ-

ously developed in Refs. [8,30] can be employed to eval-

uate the present numerical results. The temperature

fields simulated using the present models were similar

to those calculated from the previous analytical model

of heat conduction [8]. The difference in temperature dis-

tributions calculated from the different models was phys-

ically reasonable as aforementioned. According to the

scaling analysis for momentum and heat transport in

the laser-induced melt pool of ceramic materials, out-

lined in a previous paper [30], the effect of workpiece tra-

verse velocity, for the laser process parameters in the

present cases, C1 and C2, on the reference velocity and

velocity boundary layer thickness is negligible: the refer-

ence velocities for fluid flow in the x, y and z directions

were respectively 0.081, 0.081 and 0.013m/s, and the

velocity boundary layer thickness at the melt surface

was about 0.2mm. With regard to the fact that a scaling

analysis is mainly used to predict the orders of magni-

tude values of these quantities, they are in excellent

agreement with the present numerical results, as shown
in Figs. 8 and 9. The thermal diffusivity of the present

refractory ceramic, one order of magnitude lower than

those of the metallic materials used in Refs. [12,33],

tends to lead to a relatively higher thermal gradient

and, thus, a higher surface tension-driven flow velocity;

on the other hand, the volumetric heating resource used

in the present model would result in a significant de-

crease in the thermal gradient and the surface tension-

driven flow velocity when compared with a correspond-

ing surface heating source. Thus, it is also reasonable

that the flow velocities simulated for the present melt

pools are somewhat lower than those simulated for the

melt pools of metallic materials produced by laser or

other high energy density beams [6,12,33]. From

the above analysis and discussion, it can be concluded

that, theoretically, the present numerical results for the

temperature and velocity distributions should be

reliable.

For a fixed-grid source-based numerical model, the

‘‘mushy’’ zone constant, D, depends on the morphology

of the ‘‘mushy’’ region and is usually determined by

experiment [6,10]. In the present work, D has been taken

as a large value: 1010m�2. This is because, on the one

hand, such a large value was used to confirm the calcu-

lation convergence of the present numerical procedure.

Convergence difficulty is often encountered in simula-

tions where a large value of the ‘‘mushy’’ zone constant

is used [10]. On the other hand, the experimental results

indicated that the widths of the ‘‘mushy’’ zones varied

from less than 0.1mm to 0.5mm, due to the porous

and heterogeneous nature in the structure of the treated

refractory ceramic [8]. The present simulation results

(Figs. 6–9) are well within the range of experimental

widths of the ‘‘mushy’’ zones.

Also, since cracks, open pores and corundum aggre-

gates, from less than 1mm to 5mm in size, were visible

on the treated surface of the refractory ceramic [34],

apparently, temperature and velocity varied significantly

around these features. These parameters were not meas-

ured during laser melting. Therefore, only the final pro-

files of the melt/solid interfaces have been used to assess

experimentally the reliability of the present numerical

models. As shown in Fig. 12, the best prediction for

the profiles was achieved from the model that involved

both latent heat of fusion and fluid flow. Some discrep-

ancies were still observed between the predicted and

experimental profiles for the melt/solid interfaces. The

main reason may be due to deviations in the modelled

mix of Gaussian and Doughnut modes from the actual

mix in laser energy distribution [8]. Another reason

may be attributed to the complex structure and compo-

sition of the refractory ceramic [3,34], making it difficult

to model its thermophysical properties accurately. In

particular, the dynamic viscosity and temperature coeffi-

cient of surface tension for liquid alumina have been

used for the present simulation, due to lack of accurate
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high-temperature data for the treated refractory cera-

mic. For metallic materials, it was found that the tem-

perature coefficients for surface tension vary with

temperature and concentrations of the various surface-

active elements, such as sulfur, oxygen and manganese

[14,35]. It can be expected that several minor chemical

constituents, such as Cr2O3, P2O3, Fe2O3, TiO2, MgO,

Na2O, CaO and K2O, present in the treated refractory

ceramic [3], influence the dynamic viscosity and temper-

ature coefficient of surface tension. If the laser energy

distribution and these effects can be more accurately

determined, the prediction accuracy should be further

improved.
6. Conclusions

A three-dimensional numerical modelling for the

convection–diffusion phase change process during laser

melting of ceramic materials has been studied, using a

fixed-grid source-based method. The model used the en-

ergy equation written directly in terms of temperature.

During the numerical procedure, the latent heat of fu-

sion, accounted for as an additional heating source in

the energy equation, was updated according to a realistic

binary phase diagram that included a eutectic composi-

tion, using a piecewise linear interpolation method. The

permeability term in the momentum equations, associ-

ated with the nodal temperatures, was under-relaxed to

avoid poor convergence.

For the two simulation cases, it was found that the

absorption and liberation of latent heat of fusion at

the melting and solidifying interfaces were more signifi-

cant than fluid flow in influencing the temperature distri-

bution and the final shape and size of the laser-induced

melt pool. Theoretical analysis indicated that the tem-

perature and velocity fields simulated using the presently

developed numerical model involving both latent heat of

fusion and fluid flow should be reliable.

The cross-sectional profiles for the melt/solid inter-

faces predicted from the presently developed numerical

model were in excellent agreement with experimental re-

sults. Slight discrepancies observed between the pre-

dicted and experimental melt/solid interfaces may be

attributed to inaccuracies in the laser energy distribution

and the thermophysical properties of the refractory cera-

mic in the model.
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Appendix A. Numerical treatment of latent heat of fusion

The latent heat of fusion, accounted for as an addi-

tional heating source, in Eq. (7), can be assumed to con-

sist of two parts, a transient term and a convective term.

The transient term was discretized as the following

expression

o

ot
qDH
c

� �

¼ 1

Dt
qPDHP

cP
�q0PDH

0
P

cP

� �

¼

0 T 0P < T sol; T P < T sol

or T 0P > T liq; T P > T liq

qP c
H
P

DtcP
ðT P �T SÞ�

q0PDH
0
P

DtcP
otherwise

8>>><
>>>:

ðA:1Þ

The convective part of the latent heat source was

treated via an upwinding discretization. Its contribution

to the source term may be written in the following form:

o

ox
quDH

c

� �
þ o

oy
qvDH

c

� �
þ o

oz
qwDH

c

� �

¼ DH inflow � DHoutflow ðA:2Þ

with

DH inflow¼j½F w;0�jTW�j½�F w;0�jT P

þj½F s;0�jT S�j½�F s;0�jT Pþj½F b;0�jT B
�j½�F b;0�jT P �ðj½F w;0�j� j½�F w;0�j
þ j½F s;0�j� j½�F s;0�jþ j½F b;0�j� j½�F b;0�jÞT sol

ðA:3aÞ

DHoutflow ¼j½F e; 0� j T P� j½�F e; 0� j T E
þ j½F n; 0� j T P� j½�F n; 0� j TNþ j½F t; 0� j T P

� j½�F t; 0� j T T � ðj ½F e; 0� j � j ½�F e; 0� j
þ j ½F n; 0� j � j ½�F n; 0� j
þ j ½F t; 0� j � j ½�F t; 0� jÞT sol ðA:3bÞ

where j[A,B]j means the maximum of A and B and

F w ¼ ðquÞw
Dxcw

cHW; F e ¼
ðquÞe
Dxce

cHE

F s ¼
ðquÞs
Dxcs

cHS ; F n ¼
ðquÞn
Dxcn

cHN

F b ¼
ðquÞb
Dxcb

cHB ; F t ¼
ðquÞt
Dxct

cHT

ðA:4Þ

were evaluated at the cell faces of the Pth control vol-

ume. In essence, the formulation of the convective part

of the latent heat source states that the convective loses

or gains in latent heat are governed by the direction of

the flow field. Such a discretization formulation is simi-

lar to the upwind differencing scheme used by Voller and
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Fig. 13. The latent heat of fusion and its temperature coeffi-

cient, defined as functions of temperature and directly derived

from the phase diagram in Fig. 2.
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Prakash [10] to treat the convective latent heat source

for convection–diffusion ‘‘mushy’’ region phase-change

processes. However, a modification has been attained

when compared to the discretization formulation di-

rectly expressed in terms of the nodal latent heats. Eq.

(A.3) has been given in terms of temperature, corre-

sponding to the discretized energy equation, Eq. (18),

expressed in terms of the nodal temperatures.

During the numerical procedure, all terms in Eqs.

(A.1) and (A.2) were merged to the corresponding the

‘‘a’’ coefficients or the ‘‘b’’ parameter of the discretized

energy equation, Eq. (18). In Eqs. (A.1) and (A.4), the

CH� terms are the temperature coefficients for latent heat
of fusion. CH and DH were both derived directly from

the phase diagram (Fig. 2) and defined as functions of

temperature, as shown in Fig. 13. Note that a small tem-

perature interval, DT = 1K, has been employed to de-
scribe the eutectic melting process. During numerical

iteration, both CH and DH were updated according to

the nodal temperatures and the corresponding curves

in Fig. 13, using a piecewise linear interpolation method.

If the Pth node and its six nearest-neighbour nodes all

had temperatures that were lower than the solidus tem-

perature, or higher than the liquidus temperature of the

workpiece material, the terms in the convective part of

the latent heat source in Eq. (A.2) for this node may

be omitted and taken as zero.
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